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Abstract
Predicting panic is of critical importance in many areas of human and animal behavior, nota-

bly in the context of economics. The recent financial crisis is a case in point. Panic may be

due to a specific external threat or self-generated nervousness. Here we show that the

recent economic crisis and earlier large single-day panics were preceded by extended peri-

ods of high levels of market mimicry—direct evidence of uncertainty and nervousness, and

of the comparatively weak influence of external news. High levels of mimicry can be a quite

general indicator of the potential for self-organized crises.

Introduction
The 2007–2008 financial crash led to renewed interest in the development of models capable of
predicting and mitigating the severity of future crises, but the question of whether it is possible
to predict financial crises has a long history. Methods proposed include the multiple-indicator
multiple-cause model [1], multiple-correlations and graphical techniques [2], multiple anoma-
lous indicator thresholds [3], a probit-based model [4], the credit gap [5], the asset price mov-
ing average [6], the leverage of the banking sector [7], the absorption ratio [8], and the
Hindenburg Omen [9]. Still, there is a better track record of predicting the spatial spread of a
crisis than its timing [10]. Recent strategies characterizing market events variously described as
multidisciplinary, complex systems, or econophysics approaches include network topologies
[11–18], multi-agent models [19–23], response networks [24–28], invariance across many
scales [29–34], and the relationships of market behavior with internet search [35]. The litera-
ture generally uses volatility and the correlation between stock prices to characterize risk [11,
15–17, 36–40]. These measures are sensitive to the magnitude of price movement and therefore
increase dramatically when there is a market crash. Studies find that, on average, volatility
increases subsequent to price declines, but do not show that higher volatility is followed by
price declines [41–44].

In recent years there has been a scientific focus on network topology models of a wide vari-
ety of complex systems. Frequently, sparse networks with heterogenous node connectivities are
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observed, and the dynamics of those connectivities are of importance [45, 46]. To identify sig-
natures of risk, financial networks [12, 47–49] have been defined primarily from correlational
properties of prices [11–18]. For example, Bonnanno et al [14] show that a spanning tree
description of correlations [12] shrinks topologically and has distinct power-law exponents
during “crash” periods. Harmon et al [16] analyze the correlation network to reveal the chang-
ing relationships among the financial, real estate, technology and basic materials sectors from
2000 to 2008, and show that the financial sector propagates the crises between the others, sug-
gesting that firewalls between services for different sectors would reduce systemic risk without
hampering economic growth. This finding was reinforced [18] by measures of the role of one
stock price on the correlations between others, and subsequent studies [17] further investigated
the dynamics of topological properties during the crises period.

Agent based models of the trading strategies of market participants are also used to charac-
terize market behavior. Simulations often consider two groups of market participants: ‘funda-
mentalists’ and ‘noise traders’ [21–23]. Fundamentalists consider the value of the asset, while
noise traders also consider the dynamics of prices, which may result in herding. Simulations
suggest [22] empirical volatility clustering and power-law scaling [11, 50, 51] emerge as traders
move from one group to another.

A third approach, used in this paper, focuses on modeling the collective dynamics of market
prices [24–26]. This approach to multiscale characterization of complex systems derives from
prototypical analyses of dynamical processes [52] using concepts from phase transition theory
[53]. Such models represent external forces and interactions that result in collective behaviors.
Another example of such a model is a study of the dynamics of failure and long term recovery
of economic systems [27]. Market collective modes have also been explored by Bury [28] using
an information theory based study of increases in coupling of reversals of market indices,
though finding that predictive utility of this coupling is limited. Our approach is distinct in
focusing on the market collective modes in relation to intermittent market crashes.

Our model focuses on two characterizations of market price behavior. The first is that of tra-
ditional economic theory, which considers market prices to reflect perceptions of fundamental
value, and therefore changes in market prices to be driven by news, i.e., new information that
changes perceptions of fundamental value. The second, from complex systems science, of inter-
nal self-reinforcing behaviors that can also give rise to price dynamics. Incorporating both, we
construct a universal representation of the largest scale system behavior when there is both
external and mutual influence. The resulting network response model was previously intro-
duced by [24, 25] who provided the exact statistical distributions of the fraction of elements
that move in the same direction at the same time (the “co-movement” fraction) for fully con-
nected networks of arbitrary size. The results are also excellent approximations for other net-
work topologies, including random, regular lattice, scale-free and small-world networks, when
normalized to take into account the effect of topology on coupling to the environment. This
model and its analytical results can describe a wide variety of networked systems, from Glauber
dynamics of the Ising model [24, 25] and evolutionary dynamics of replicate numbers in popu-
lation genetics [54, 55] to opinion dynamics on social networks reflecting conformity and non-
conformity in social systems [56]. Here, we apply the network response model for financial
markets.

Across the parameter space of the model, the system behavior demonstrates an order-to-
disorder phase transition, with the appearance of a transition point to collective order in the
coupling between the elements as the strength of interactions between them increases. There
are two parameters of the model; together they control the relative importance of internal and
external causes, and the relative proportion of positive and negative external influences. We
show that as we move around in the parameter space, three different types of behavior are
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observed: an “up” phase corresponding to skewed distributions with a high fraction of stocks
that move up (positive price movement); a “down” phase corresponding to skewed distribu-
tions with a low fraction of stocks that move up (negative price movement); and a region corre-
sponding to bimodal distributions in which two symmetry breaking phases may exist due to
slow dynamical switching between them, i.e. hysteresis. The spontaneous emergence of phase
switching (flipping) phenomena corresponds to a first order phase transition. The critical value
of this model, the transition between disordered and ordered states, is a unique state with a flat
distribution.

The model is relevant to dynamics of multiple equities, rather than individual stock behav-
iors. The behavior can still be considered to arise from trading agents, and might be repre-
sented by networks of influence between them. However, many of the details are not relevant
and are thus abstracted into aggregate behavior in our analysis. Thus, for example, as indicated
above, the structure of the network does not change the behavior, and unlike trader agent mod-
els the behavioral rules of our price agents need not differ. The natural behavior that we find is
a transition between independent and collective action, the latter of which can be identified
with panic. We are thus able to identify a measure of collective panic and use it to predict finan-
cial crises that follow when panic occurs.

In sociology [57–60], panic has been defined as a collective flight from a real or imagined
threat. In economics, bank runs occur at least in part because of the risk to the individual from
the bank run itself—and may be triggered by predisposing conditions, external (perhaps cata-
strophic) events, or even randomly [61, 62]. While market behavior is often considered to
reflect external economic news, empirical evidence suggests that external events are not the
only cause of market panics [63]. Although empirical studies of panic are difficult [64–66],
efforts to distinguish endogenous (self-generated) and exogenous market panics from oscilla-
tions of market indices have met with some success [30–34], though the conclusions have been
debated [67–70].

Linking concepts of panic to our influence model, we identify mimicry of panic as mutual
influence. We test this empirically against the daily extent of co-movement. The extent of such
co-movement may be large even when price movements are small, so we consider co-move-
ment to be the collective behavior that is characteristic of panic and nervousness. Thus, rather
than measuring volatility or correlations, we measure the fraction of stocks that move in the
same direction. Remarkably, the distributions predicted for the behavior of the model are
robustly confirmed by successful testing on real-world financial data, covering the recent eco-
nomic crisis as well as earlier market dynamics. We use the co-movement data to evaluate
whether the recent market crisis and historical one-day crashes are internally generated or
externally triggered. Over the period of our analysis the real world behavior narrowly adopts
only the balanced positive and negative news one-dimensional subspace of the parameter
space. We find that the critical point with high levels of co-movement, i.e. panic, is found to
uniquely identify the 2008 market crash. Since the critical point is unique, no model parame-
ters are adjusted to obtain this correspondence, so this can be considered as a zero parameter
theory of the financial crisis. Moreover, a measure of co-movement increases well before one
day market crashes, and there is significant advance warning to provide a clear indicator of an
impending crash. Increasingly panicky behavior is thus an early warning sign of each market
crash as a ‘critical transition’ [71, 72]. Our predictive performance is exceptional—it anticipates
the largest one-day crashes over 25 years, with no false positives or negatives. We compare our
results with other possible predictors of market crises: volatility, correlations and covariance
between equity prices. We modify the traditional direct use of these indicators by implement-
ing thresholds of sharp increases, and find that this approach results in statistically significant
predictive utility. Of these indicators, volatility and correlations, the most common used risk
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predictors, provide the least predictive ability with three errors and four correct predictions,
covariance is a comparatively better predictor with only one error, and our model provides the
best predictive utility with no errors. An earlier account of the main results of our analysis is
available [26].

Results
We describe our results beginning from empirical observations, motivate the construction of
the quantitative model in the context of prior economic theory, and compare the results of ana-
lytic solution of the model with the empirical observations.

We consider the “co-movement” of stocks over time by plotting the number of days in a
year that a particular fraction of the market moves up (or down). Intuitively, if substantially
more or less than 50% of the market moves in the same direction, this represents co-move-
ment. As shown in Fig 1, the results indicate that in 2000, the curve is peaked near 1/2, so that
approximately 50% of stocks are moving up or down on any given day. Over the decade of the
2000s, however, the curve became progressively flatter—in 2008 the likelihood of any fraction
is almost the same for any value. The probability that a large fraction of the market moves in
the same direction, either up or down, on any given day, increased dramatically. Such high lev-
els of co-movement may manifest the collective behavior we are searching for.

To quantitatively describe co-movement, we start from a behavioral economics model of a
single stock that describes trend-following “bandwagons.” It has been shown that investors can
benefit from trend-following [73–76]. Moreover, there is no need for the change to be based
upon fundamental value for it to provide benefit to the investors [73, 74]. When individuals
observe that a stock increases (decreases) in value, and choose to buy (sell) in anticipation of
future increases (decreases), this self-consistently generates the desired direction of change.
Such a “bandwagon” effect can undermine the assumptions of market equilibrium. We hypoth-
esize that this trend-following mimicry across multiple stocks can cause a marketwide panic,
and we build a model to capture its signature. We assume that investors in a stock observe
three things, the direction of their stock, external indicators of the economy, and the direction
of other stocks. The last of these is the potential origin of self-induced market-wide panic.

To model the co-movement fraction, we represent only whether a stock value rises or falls.
This enables us to directly characterize the degree to which stocks move together and not how
far they move at any particular time. Stocks are represented by nodes of a network and influ-
ences between stocks by links between nodes, an appropriate representation for market analysis
[11, 15, 38, 48]. To represent external influences, we add nodes that influence others, but are
not themselves influenced, i.e. “fixed” nodes. The number of fixed nodes influencing in a posi-
tive direction is U and the number influencing in a negative direction is D. The effective
strength of the positive and negative external influences is given by the number of these nodes.
Thus, we consider a network with N + D + U nodes. Each node has an internal state which can
take only the values −1 or +1, representing whether the stock value increases or decreases on
that day, or, for fixed nodes, whether news is positive or negative. We assume that the N nodes
(stocks) change their internal state according to a dynamical rule: At each time step a random
free node is selected and its state is updated with probability 1 − p by copying the state of one
of its connected neighbors, chosen at random from all nodes; and with probability p the state
remains the same. The D nodes remain fixed in state −1 and U nodes in state +1. Copying the
state of a connected dynamic node represents mutual influence, while copying from a fixed
node represents the influence of external news. Analytically extending D and U to non-integer
values enables modeling arbitrary relative strength of external to internal influence (see Meth-
ods and [24, 25]). We note that in this model external influences of opposite types do not
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Fig 1. The co-movement of stocks. Plotted is the fraction of trading days during the year (f, vertical axis) in which a certain fraction of stocks (k/N, horizontal
axis) moved up. Empirical data are shown (solid lines) along with one-parameter theoretical fits (dashed lines) for the years indicated. Three years are
omitted that do not differ much from the year immediately preceding and after them. Bottom panel combines all of the years shown. Stocks included are from
the Russell 3000 that trade on the NYSE or Nasdaq. Curves are kernel density estimates with Gaussian kernels (σ = 0.06). Fits pass the χ2 goodness-of-fit
test (the deviation of the data from the theoretical distribution is not statistically significant at the 25% level).

doi:10.1371/journal.pone.0131871.g001
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cancel; instead larger U and D reflect increasing probability that external influences determine
the returns of a stock independent of the changes in other stocks. This is the conventional view
that news is responsible for the market behavior. The model assumes that there are many news
items and that over the period in question the news is persistent in its proportion of positive
and negative values though it varies in the way it influences individual stock values. Periods
of consistently good news would be represented by U greater than D, bad news by D greater
than U.

As described in the introduction, we have previously proposed this model as a widely appli-
cable theory of collective behavior of complex systems, prior to comparison with economic
data. [24, 25] Successful matching to data will be a confirmation of the universality of this
theory.

The behavioral model can be solved exactly for a fully connected network (see Methods).
We obtain the probability of a co-movement fraction:

f ðk=NÞ ¼

U þ k� 1

k

 !
N þ D� k� 1

N � k

 !

N þ Dþ U � 1

N

 ! ð1Þ

where N is the number of stocks, k is the number of stocks with positive returns and
n

k

 !
are

binomial coefficients. The behavior is controlled by the strength of external stimuli, U and D,
compared to the strength of interactions within the network, and the relative bias of the exter-
nal influence toward positive, U, or negative, D, effects. When interactions are weak compared
to external forces (D, U>> 1), the distribution is essentially normal. When internal interac-
tions are strong (small D, U), the distribution is neither normal nor long-tailed. Instead it
becomes flatter, becoming exactly flat at the critical value (D = U = 1), where the external influ-
ences only have the strength of a single node. Analytic continuation allows U and D to be
extended to non-integer values. There are three parameters of the distribution, D, U, N, but the
third is fixed to the number of stocks. We can compare this to the binomial or normal distribu-
tions, which are specified by two parameters, the average and standard deviation. The distribu-
tion we obtain has a wider range of behaviors, and the normal distribution arises as a limiting
case.

If we consider a more complete model of influences, in which investors of one stock only
consider specific other stocks as guides, we have a partly connected network. We have studied
the dynamics of such networks analytically and through simulations, and the primary modifi-
cation from fully-connected networks is to amplify the effect of the external influences (see
Methods and [24, 25]). As the links within the network are fewer, the network can be approxi-
mated by a more weakly coupled, fully connected network, with a weakening factor given by
the average number of links compared to the number of possible links. Similarly, if only a sub-
set of the external influences are considered relevant for the return of a specific stock, the rela-
tive strength of the external influences can be replaced by weaker, uniform external influences.
Otherwise, for many cases, the shape of the distribution is not significantly affected. The mod-
el’s robustness indicates a universality across a wide range of network topologies, suggesting
applicability to real world systems.

Compared with recent empirical market data in Fig 1, the model fits remarkably well. A
Gaussian model fits the early years, less well in the final years, and does not fit the data of 2008.
The good agreement of our model is obtained with equal up and down influences, D = U,
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which is the only adjustable parameter. This implies that whether the market value is trending
up or down, or has large one day drops, over a period of a year co-movements occur symmetri-
cally in both up and down directions. Model parameter values for the distributions in Fig 1 are
given in Table 1.

The economic crisis period’s flat distribution corresponds to D = U = 1. This is the critical
value of the model where external influences are very weak compared to the influences among
stocks as a whole. By contrast, predominantly negative effects, D> U, would manifest as a dis-
tribution whose mean is shifted to the left. Thus, rather than negative news, uncertainty and
collective mimicry led to a self-organized crash.

The flattening of the stock market distribution may serve as a measure of market vulnerabil-
ity to panic, and the projection of a flat distribution observed in the economic crisis can
be used as an early warning signal. Fig 2 shows the empirical results of the single parameter
U (= D) from 2000–2010. We note that the average used for the value at any point of time is
from the period of 12 months prior to that time in order to evaluate the predictive ability. A
significant drop occurred in the 2000–2002 period, followed by a plateau that declined gradu-
ally beginning in mid-2007 until it hit the critical value at U = 1. This suggests the market was
vulnerable well before the financial crisis, and the gradual decrease before the crisis suggests
that the crisis could have been anticipated.

In order to evaluate more broadly the predictive ability of the model, we consider the period
from 1985–2010 (Fig 3). While there was no other financial crisis of comparable magnitude to
the current one, drops in the model parameter U anticipate large drops of the Dow Jones
Industrial Average (DJI). The bottom panel of Fig 3 shows the (annual) change in the model
parameter as a fraction of the standard deviation computed over the preceding year. Of the all-
time twenty largest single-day percentage drops of the DJI, eight are in the displayed time
period [77], proximate to Black Monday [78], the Asian market crisis [79], September 11,
2001, and the recent financial crisis of 2011. A simple signature pattern precedes the drops
by less than a year: after a period of positive change, a large drop occurs in the parameter
U, greater than twice the standard deviation computed over the preceding year. This pattern
identifies four year-long windows in which occur the eight largest percentage drops of the DJI
within the last 26 years. The performance of the predictive pattern is exceptional (p< 0.00007
for four non-overlapping, year-long windows, see Methods).

Two questions might be asked to evaluate the signature robustness. First, the pattern is
nearly matched in 1995 when the change of the parameter as a fraction of the standard devia-
tion drops to below −1.67 in April, 1995, but this near match is not followed by a large drop in
the DJI within the year. Secondly, the drop in the DJI on September 17, 2001, on the trading
day immediately following September 11, 2001, appears to have a direct external cause, and
therefore we might not consider the intrinsic stability of the market as predictive, though we

Table 1. Model parameter values used to generate the distributions in Fig 1. Empirically, we find that
stock return distributions are symmetric, reducing our model to only one free parameter,D = U. Similar results
are obtained using direct fits and by using the standard deviation of the distribution (see Methods).

Year U = D

2000 5.79

2001 3.66

2002 2.21

2006 2.32

2007 1.77

2008 1.24

doi:10.1371/journal.pone.0131871.t001
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do not exclude the possibility that a drop would have occurred without the attack. If we inter-
pret the results conservatively, we would eliminate the year 2001 from consideration
(p< 0.0005), include the near-prediction in 1995 (p< 0.0004), or both (p< 0.002). Even in
this case, there is strong predictive success.

Our prediction of the event on September 17, 2001 was also obtained by Hurst time series
analysis [80], and our work provides additional evidence that this event was not solely a reac-
tion to the events of September 11, but largely reflected intrinsic market dynamics. On the
other hand we do not predict an event for 2003. This is to be contrasted with the predictions by
others that did not come true [81]. However, we do find a significant drop in U prior to that
time, suggesting increased vulnerability. It appears that two events conspire to prevent the
crash. First, the increase in mimicry leveled off before the systemic instability threshold. More-
over, following the smaller crash on September 17, 2001 there was no actual recovery of the
market dynamics, which continued to be vulnerable, but without a crash, until 2007. Our result
that increased mimicry anticipates panics is also distinct from debates about the origins of
higher correlations that follow crises [82–84].

Fig 2. Model parameter (top panel) and the Dow Jones Industrial Average (bottom panel) for the period 2000–2010. Estimates of the model parameter
are shown at the end of the year-long period for which U was estimated. Sampling error estimates are drawn at ±1 standard deviations. Positive-return
distributions are computed from the daily returns of stocks of the Russell 3000.

doi:10.1371/journal.pone.0131871.g002
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Robustness of the analysis
We test the robustness of our results in two different ways. First, we vary the size of the sliding
window used to estimate the parameter U and the corresponding relative change, as shown in
Fig 4. Second, we examine the effect of the size of the sample of stocks, used to compute the co-
movement fraction, on the estimated value and relative change in model parameter U, as

Fig 3. Annual relative change in model parameter U for the period 1985–2010. Top panel is the same as in Fig 2 for the period 1985–2010. Bottom panel
is the annual change of U as a fraction of its standard deviation computed over the previous year. Of the twenty largest percentage drops of the Dow Jones
Industrial Average, eight are in the displayed time period: 10/19/1987, 10/26/1987, 10/27/1997, 9/17/2001, 9/29/2008, 10/9/2008, 10/15/2008, 12/1/2008
(vertical red lines). Four year-long windows (shading) follow two standard deviation drops in the model parameter after periods of increase. Such an analysis
generates 4 true positives and no false positive.

doi:10.1371/journal.pone.0131871.g003
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Fig 4. Model parameterU (top panel) and relative change in model parameter (bottom panel) for the period 1985–2010, and for varying values of
the sliding time window. Similar to that of Fig 3, but for sliding time windows of 6, 8, 10, and 12 months. The relative change of U is based on the window-
long period for whichU was estimated. For all cases, four year-long intervals that follow two standard deviation drops in the model parameter overlap with the
largest percentage drop events displayed by the vertical red lines.

doi:10.1371/journal.pone.0131871.g004
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Fig 5. Model parameter (top panel) and relative change (bottom panel) in model parameterU for the period 1985–2010, for varying subsamples of
stocks. Similar to that of the top panel of Fig 3, but for different subsamples of stocks of 50%, 70%, 90%, and 100% of the entire sample used in Fig 3.
Positive-return distributions are computed from the daily returns of stocks included in the corresponding subsamples. The original analysis is robust, with four
true positives, i.e., no false positives or negatives, for the 70%, 90%, and 100% subsamples. One false positive is introduced for the 50% subsample due to
the reduced sample sizes.

doi:10.1371/journal.pone.0131871.g005
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shown in Fig 5. In both cases, we find that our results and the accuracy of the model’s predict-
ability are robust.

Comparison with standard measures
We compare the predictions of our model to conventional indicators of systemic risk that
include volatility, covariance and correlations:

volatility : sx ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
VarðxÞp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E½x2� � E½x�2

q
covariance : covðx; yÞ ¼ E½xy� � E½x�E½y�

correlation : rðx; yÞ ¼ covðx; yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðxÞvarðyÞp

ð2Þ

where E[. . .] is the expectation value and (x, y) the time series of two assets.
We focus on their annual change relative to their standard deviation, from 1985 to 2010.

We find that they all have some predictive ability with respect to the biggest percentage drops
of the Dow Jones Industrial Average. However, our model parameter is the only one that can
predict all the events, with no false positives or negatives.

In Figs 6–8, we show the predictive ability of the three measures between 1985 and 2010,
which should be compared with Fig 3 (the analogous treatment of our model parameterU). In
all the figures, the top panels display the measure, and the bottom panel shows the annual change
as a fraction of their standard deviation computed over the preceding year, the relative change:

Rt ¼
Xt � Xt�365

st;t�365

ð3Þ

where X denotes one of the measures: volatility of the S&P 500 index, average covariance, average
Pearson’s correlations of the S&P 500 underlying components, and our model parameterU. Our
objective is to find the change of the measure X anticipating the largest market drops. As a signa-
ture, i.e., a positive prediction, we choose a large increase in the measure X (decrease for our
parameterU) greater than twice the standard deviation from one year earlier. This identifies a
year-long window within which the crash is supposed to occur (blue shading in Figs 3 and 6–8).
Of the twenty largest percentage drops of the Dow Jones Industrial Average, eight fall in this
time period, in the vicinity of Black Monday, the Asian market crisis, 9/11, and the 2007–8 finan-
cial crisis. When one of the drops falls in a blue region the prediction for the that year is a true
positive (TP), if it falls outside a blue region the prediction for that year is a false negative (FN),
and if a blue region does not contain an event the prediction for that year is a false positive (FP).
The increase (or drop, for our parameterU) is not considered a prediction if the value of the rela-
tive change of X has not changed sign with respect to the previous increase (or drop). We find
that the volatility, covariance, and correlation indicators all have statistically significant predictive
capability, with the volatility and correlations (the most common used risk predictors) providing
the least predictive ability, covariance is a comparatively better predictor, and our model parame-
ter U provides the best predictive utility. Results for the four indicators are summarized in
Table 2.

The parameter U from our model outperforms the other predictors in standard metrics,
including Precision, Recall, Accuracy, F-score, and Matthews correlation coefficient [85]. To
clarify the predictive power of our model relative to the other indicators, we define a statistical
“goodness of fit”metric (Table 2). Let there be n years of which r are ‘crisis’ years and s = n − r
are ‘non-crisis’ years. For a binary classifier, let TP be the number of true positives, and FP be
the number of false positives. If we assume that the classifier is random, the probability of
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obtaining the observed outcome of the classifier can be shown to be:

p-value ¼

r

TP

 !
s

FP

 !

n

TPþ FP

 ! ð4Þ

Fig 6. Annual relative change in volatility for the period 1985–2010. Top panel is the volatility of the S&P 500 index, from 1985 to 2010, averaged over
the previous year. Bottom panel is the annual change of volatility as a fraction of its standard deviation computed over the previous year. Four year-long
windows (shading) follow two standard deviation increases in volatility greater than twice the standard deviation from one year earlier, after periods of
decline. One day crashes are as in Fig 3 (vertical red lines). This indicator generates 3 true positives, 2 false positives and 1 false negative.

doi:10.1371/journal.pone.0131871.g006
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The p-value represents a measure of the evidence against the random classifier assumption: the
smaller the p-value, the stronger the evidence against the random classifier assumption.

For a perfect classifier, TP = r and FP = 0, and thus we obtain from Eq 4:

p-value ¼ 1

n

r

 ! ð5Þ

Fig 7. Annual relative change in correlations for the period 1985–2010. Top panel is the average Pearson’s correlation coefficient between price returns
of the underlying components of the S&P 500 index, from 1985 to 2010. Bottom panel is the annual change of the average correlations as a fraction of its
standard deviation computed over the previous year. Four year-long windows (shading) follow two standard deviation increases in the average Pearson’s
correlation greater than twice the standard deviation from one year earlier, after periods of decline. One day crashes are as in Fig 3 (vertical red lines). This
indicator generates 3 true positives, 2 false positives and 1 false negative.

doi:10.1371/journal.pone.0131871.g007
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The eight major financial crashes in the time window are clustered in four main events. As
shown in Fig 3, our model parameter U generates 4 true positives and no false positive, result-
ing in a p-value of 0.000067, which is the lowest, i.e. most predictive of the measures as shown
in Table 2.

If we look more closely at the volatility (Fig 6, top panel), we see that there are smaller
increases before some of the crashes, but also that there are such increases even when there are
no crashes. This can be made evident using our method of obtaining a signature, i.e. taking the
increase over a year of the predictor and dividing it by its standard deviation (see Fig 6, bottom
panel). We see that the 1987, 1997, and 2008 crashes are predicted, but there are two false posi-
tives in 1991 and 2003 and a false negative in 2001. The false positives reduce the statistical
measure of prediction dramatically relative to our method (see Table 2). That the three largest
peaks coincide with the crashes is primarily due to the large increase of volatility when the
crash occurs and afterwards.

As mentioned previously, the literature does not claim that prediction can be made based
upon volatility, even though it is considered a measure of risk. It might be thought that mea-
sures of risk should be particularly high before a crash, but this is not what is observed (Fig 6,
top panel). The most dramatic property of the volatility is that it increases when a crash occurs,
and it stays high thereafter. Here we considered the average over a year, so the impact of the
crash on a particular day can be seen for a year after it occurred, but the volatility tends to be
higher after a crash even without this effect. There is no strong correlation of high volatility
with the period of time before the crash, so its time series cannot be considered to have good
predictive ability.

While the corresponding relative change of the average correlations among stocks has a
similar performance to the volatility indicator (see Fig 7), the average covariance indicator per-
forms better than volatility and correlations, since it is able to predict all the events (see Fig 8).
All these indicators predict a false positive in 1991, which may be related to the Persian Gulf
crisis that lasted from August 1990 to January of the following year. Our model parameter,
with all crashes anticipated, has no false positives. The 1991 episode demonstrates the predic-
tive ability of our model, derived from its capability to single out exclusively instances in which
mimicry is present. The downturn driven by the external negative news of the Persian Gulf cri-
sis, which resulted in a lengthy but not dramatic financial decline, did not result in mimicry
and therefore does not lead to a prediction within our model.

In summary, we compared the predictive utility of our signature of panic to other indicators
of systemic risk: volatility, correlations and covariance. For each, we calculated the annual
change of each indicator relative to their standard deviation, from 1985 to 2010. We found that
they all have some predictive utility with respect to the largest percentage drops of the Dow
Jones Industrial Average. However, the four indicators were found to behave differently; only
for our model parameter U the prediction generated all cases correctly, i.e. no false positives or

Table 2. Comparison of predictors of market crises. For each predictor (classifier), the table reports the
number of true positives (TP), false positives (FP), false negatives (FN), and the probability of obtaining this
performance assuming a random predictor.

Indicator TP FP FN p-value

Volatility 3 2 1 0.014

Correlation 3 2 1 0.014

Covariance 4 1 0 0.00033

U 4 0 0 0.000067

doi:10.1371/journal.pone.0131871.t002
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false negatives. Still, each predictor has utility, and it is possible that multiple predictors, used
in a composite classifier architecture [86], can provide additional insights for early warning
indicators of vulnerabilities and critical tipping points of financial and economic systems.
However, given the limited data that is available about large one day crashes additional devel-
opments would be needed to motivate such a classifier.

Fig 8. Annual relative change in covariance for the period 1985–2010. Top panel is the average covariance between price returns of the underlying
components of the S&P 500 index, from 1985 to 2010. Bottom panel is the annual change of the average covariance as a fraction of its standard deviation
computed over the previous year. Four year-long windows (shading) follow two standard deviation increases in the average covariance greater than twice the
standard deviation from one year earlier, after periods of decline. One day crashes are as in Fig 3 (vertical red lines). This indicator yields 4 true positives and
1 false positive.

doi:10.1371/journal.pone.0131871.g008
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Discussion
In previous work [24] [25], we provided exact statistical distributions for the dynamic response
of influence networks subjected to external perturbations—a problem of great methodological
and practical importance. Here, we apply the general analysis of statistical distributions to
obtain a measure of collective panic to predict financial crises. In this paper two innovations
are presented: 1) the introduction of a single-parameter model that quantifies market mimicry,
2) a new method to identify an upcoming crisis, i.e. considering the annual change of our
model parameter relative to its standard deviation. We showed that long periods of high levels
of market mimicry preceded the 2007–2008 financial crisis and all the other historical large sin-
gle-day panics since 1985. During these periods, Keynes’ “animal spirits” of uncertainty and
nervousness drove down the stock market prices, which were only weakly influenced by exter-
nal news. Further support for the predictive capability of our model is provided when compar-
ing its predictions to other indicators of systemic risk, that is, volatility, covariance and
correlations between equity prices.

Central to the discussion of panic in the literature [57–60] is the degree to which it reflects
external threats that cause each individual to panic, or whether it reflects mimicry with or with-
out external causes. Even when mimicry is important, underlying conditions that imply
increased risk can elevate sensitivity and the tendency to mimicry. Underlying conditions in
this context may include internal trends such as market bubbles, or external factors such as
war, or the financial disruptions that preceded the recent market decline. When panic involves
collective action, rather than individual response, precursor fluctuations are likely to exist due
to a growing sensitivity to real or random disturbances. Our results suggest that self-induced
panic is a critical component of both the current financial crisis and large single day drops over
recent years. The signature we found, the existence of a large probability of co-movement of
stocks on any given day, is a measure of systemic risk and vulnerability to self-induced panic.

One of the interesting results of our analysis is the empirical relation D = U, which may rea-
sonably reflect the overall neutrality of news affecting the market on a scale that would result in
significant bias of the entire distribution over the period of a year. For news to be biased multi-
ple news items affecting individual stocks across a large fraction of the market would have to
occur over the entire year. Even when stock prices trend upwards or downwards over a year,
they generally don’t move upwards and downwards consistently from day to day. Thus, over a
period of a year, observed on a daily scale, the bias of positive and negative news can be
expected to be small. While this is sufficient explanation, it is also possible to strengthen this
argument based upon a fundamental economics perspective on market prices. This fundamen-
tal perspective considers news to be incorporated into the price of stocks once it happens, and
the magnitude of the movement of prices in response to news reflects the financial significance
of the news, and is not included in our model. Thus, in this perspective adjustment of prices to
news happens immediately and without persistence. For persistently positive shifts to take
place additional news that is positive relative to prior positive news is needed. Note that any
positive persistence, to the extent that it can be anticipated due to its persistence, is no longer
news. Rapid fluctuations in stock prices occur at a time scale that allows for reversals many
times in a single day. Consistent price movements in sub-day or multi-day periods due to a sin-
gle external news event is precluded by profit opportunities due to predictability. Thus, to first
order, price changes that occur from day to day may be considered to represent a new sample
from the underlying statistical distribution. Updates of stock prices over the period of a day
therefore are randomly positive or negative when the external influence is large, and given a
large number of news, influences will become exactly 50%/50% upwards and downwards.
While it is possible for there to be conditions of persistent positive or negative news, these
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considerations suggest that the extent of positive or negative news persistence is limited.
Indeed, we find that the distribution is largely confined to the parameter sub-space, D = U,
where the various news items are equally likely to lead to positive or negative price movements.
When there are mutual influences between stock price movements, fluctuations lead to devia-
tions from 50%/50%, but when D = U, these fluctuations are also equally likely to be in the pos-
itive and negative directions. A decrease in the value of D = U is a signature of increasing
positive and negative fluctuations, which would be inconsistent with negative news dominating
the behavior of the system. Such a decrease yields what looks like random reversals of stock
prices moving together (large co-movements) rather than reversals of individual stocks. The
width of the distribution of daily movements then reflects the extent of co-movement gener-
ated spontaneously. This can be interpreted as indicative of uncertainty about the direction of
market movement, i.e panicky behavior, when the influence of external news relative to inter-
nal influence is sufficiently weak. In the model, larger co-movements occur when there are
fewer external nodes whose influence would cause independent movements of nodes.

The reported results and methods have several potential applications. The primary of these
is the recognition by policy makers that markets are unstable in the context of uncertainty, and
circuit breakers are unable to address the disruptive effects of market crashes that are not justi-
fied by economic news, i.e., do not reflect economic conditions correctly. This failure of market
price setting should prompt more discussions about how market regulations can prevent
crashes. From the point of view of news reporting, the result that market dynamics are unreli-
able indicators of economic conditions is also essential, as post-hoc justifications for market
declines may unjustifiably assume fundamentally driven market prices. Absent improvements
in policy, our methods may be used by investors either to assure themselves of market stability
when indicators are not predicting crashes, or to anticipate market crashes. We note that we
have not analyzed the financial benefits for strategies that involve selling securities prior to a
crash and buying them at the time of a crash in anticipation of their subsequent increase.
While this may be a successful strategy, alternatives exist. For example, for those who do not
need to sell during a downturn, the history of panic induced market crashes suggests that hold-
ing securities may be a good strategy, as all of the market declines were followed by increases
that restored value.

Finally, we note that the ability to distinguish between self-induced panic and the result of
external effects may be widely applicable to collective behaviors [87], and can be applied more
generally as an early warning signal that may anticipate sudden changes in the behavior of a
wide range of complex systems.

Methods

Dynamic network model of daily stock returns
Consider a network representing an economic market with N variable nodes taking only the
values −1 or 1, representing decreasing or increasing returns of a particular stock. In addition
there are D and U nodes frozen in state −1 and 1 respectively. At each time step a variable node
is selected at random; with probability 1 − p the node copies the state of one of its connected
neighbors, and with probability p the state remains unchanged. The frozen nodes are inter-
preted as external perturbations with negative and positive effects on the returns. Analytically
extending D and U to be real numbers enables modeling arbitrary strengths of external pertur-
bations. A detailed account of the dynamic network model under external perturbations is
given by [24] [25]. The model was first applied as a framework for early warning signals of
real-world self-organized economic and market crises by [26]. Here we outline basic results
that are pertinent to the study of self-organized market crises.
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For a fully connected network the behavior of the system can be solved exactly as follows.
The nodes are indistinguishable and the state of the network is fully specified by the number of
nodes with internal state 1. Therefore, there are only N + 1 distinguishable global states, which
we denote σk, k = 0,1,. . ., N. The state σk has k variable nodes in state 1 and N − k variable
nodes in state −1. If Pt(k) is the probability of finding the network in the state σk at the time t,
then Pt+1(k) can depend only on Pt(k), Pt(k + 1) and Pt(k − 1). The probabilities Pt(k) define a
vector of N + 1 components Pt. In terms of Pt the dynamics is described by the equation

Ptþ1 ¼ TPt � 1� ð1� pÞ
NðN þ Dþ U � 1ÞA

� �
Pt ð6Þ

where the time evolution matrix T, and also the auxiliary matrix A, is tri-diagonal. The non-
zero elements of A are independent of p and are given by

Ak;k ¼ 2kðN � kÞ þ UðN � kÞ þ Dk

Ak;kþ1 ¼ �ðkþ 1ÞðN þ D� k� 1Þ
Ak;k�1 ¼ �ðN � kþ 1ÞðU þ k� 1Þ:

ð7Þ

The transition probability from state σM to σL after a time t can be written as

PðL; t;M; 0Þ ¼
XN
r¼0

brMarLl
t
r : ð8Þ

where arL and brM are the components of the right and left r-th eigenvectors of the evolution
matrix, ar and br. Thus, the dynamical problem has been reduced to finding the right and left
eigenvectors and the eigenvalues of T.

The eigenvalues λr of T are given by

lr ¼ 1� ð1� pÞ
NðN þ Dþ U � 1Þ rðr � 1þ Dþ UÞ ð9Þ

and satisfy 0� p� λr � 1. The equation for P(L, t;M,0) shows that the asymptotic state of the
network is determined only by the right and left eigenvectors with unit eigenvalue, i.e., by the
eigenvectors of λ0 = 1. The coefficients of the corresponding (unnormalized) left eigenvector
are simply b0k = 1. The coefficients a0k of the right eigenvector are given by the Taylor expan-
sion of the hypergeometric function F(−N, U,1 − N − D, x)� ∑k a0k x

k. After normalization
these coefficients give the stationary distribution

rðkÞ ¼

U þ k� 1

k

 !
N þ D� k� 1

N � k

 !

N þ Dþ U � 1

N

 ! : ð10Þ

This is the probability of finding the network with k nodes in state 1 at equilibrium and it is
independent of the initial state. The other eigenvectors can also be calculated and are also
related to hypergeometric functions.

We observe different types of behavior, which is characteristic of a first-order phase transi-
tion, that occur as we move around in the (D, U)-parameter space. Fig 9 shows examples of the
distribution ρ(k) for a network with N = 500 and various values of D and U. One important fea-
ture of this solution is that for D = U = 1 we obtain ρ(k) = 1/(N + 1) for all values of N, i.e., D =
U = 1 is the critical value of this model. Thus all states σk are equally likely and the system
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executes a random walk through the state space. In the limit N!1, D = U = 1 marks the tran-
sition between disordered and ordered states.

For D, U> 1, we obtain skewed unimodal distributions with peak at U/(U + D) correspond-
ing to the fraction of stocks in the network that move up. The market is in the “up” phase if
U> D or in the “down” phase if U< D. For D, U>> 1, ρ(k) resembles a Gaussian distribution
(see derivation in [24] [25]) and if D = U about half the nodes are in state −1 and half in state
+1, similarly to a magnetic material at high temperatures.

For D, U< 1—the bistable (hysteresis) region—we obtain bimodal distributions in which
either of the two network phases can exist, similar to the magnetization state in the Ising model
below the critical temperature. For D = U<< 1, the distribution peaks at all nodes −1 or all
nodes +1, similar to a magnetized state at low temperatures.

Finally, for U> 1, D< 1 or U< 1, D> 1, we obtain unimodal distributions with peaks at
all nodes +1 or all nodes −1, respectively.

As mentioned earlier (see Table 1), a significant drop in the value of the model parameter
U (= D) occurred in the 2000–2002 period, followed by a plateau that declined gradually

Fig 9. Stationary distributions for different values ofU andD. Probability distributions of finding the network with k nodes in state 1 at equilibrium for
different values ofU and D. The number of variable nodes is N = 500.

doi:10.1371/journal.pone.0131871.g009
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beginning in mid-2007 until it hit the critical value at D = U = 1. In other words, over the
decade of the 2000s the probability of a co-movement fraction became progressively flatter,
and in 2008 the likelihood of any fraction is almost the same for any value—this corresponds
to the critical point of our model, before entering the hysteresis region.

It might seem that the critical point should depend on the size of the external influence rela-
tive to the number of nodes in the system, i.e., U/N. However, this is an order to disorder tran-
sition, and, as with the temperature in physics models of phase transitions, the critical value
does not depend on the system size. For all values of D = U, the nodes have equal probability of
being in state +1 or −1. Thus, each node experiences an environment that drives it equally
toward positive and negative values. The role of the external influence is only as a perturbation
promoting transitions between states of the distribution. In this context, even though the exter-
nal influence on any one node decreases as N increases, the influence across all nodes is inde-
pendent of N. This is because each node picks the external node to copy in proportion to 1/N.
Thus, the average number of nodes that are changed per time step by the external influence is
independent of N.

This system can model a number of situations. An example is the Ising model, where our
dynamics are equivalent to Glauber dynamics [88] for small external magnetic fields (h) and
all temperatures (T) including the phase transition regime, for uniform connectivity lattices in
the thermodynamic limit. The Ising model parameters are J/kT! 1/(z + D + U) and h/J!
(U − D), where z is the number of nearest neighbors and J the nearest-neighbor interaction
strength. Relevant network structures include crystalline 3-D lattices and random networks for
amorphous spin-glasses; fully connected networks correspond to long range interactions or the
mean field approximation. The system can also model an election with two candidates where
some of the voters have a fixed opinion while the rest change their intention according to the
opinion of others. Another application is to epidemics that spread upon contact between
infected nodes (e.g., individuals or computers), a case for which we would set D = 0 to study
spreading dynamics. Finally, this model has also an analogue in population genetics and can be
mapped exactly into the Wright-Fisher-Moran model with two alleles and mutation. [54] [55]
Consider a population of N haploid individuals and a gene with alleles A1 and A2. Sexual repro-
duction occurs between random pairs of individuals with the offspring replacing one of the
expiring parents. After the allele of the offspring is chosen with equal probability between the
parents, there is also a probability μ1 to mutate from A1 to A2 or μ2 to mutate from A2 to A1.
The number of alleles A1 in the population in equilibrium is given by Eq 10 with

U ¼ 2m2ðN � 1Þ
1� m1 � m2

D ¼ 2m1ðN � 1Þ
1� m1 � m2

: ð11Þ

This problem was first considered by Watterson and Gladstein [89, 90] with no mutation and
latter generalized by Cannings [91]. A detailed account is given by de Aguiar and Bar-Yam
[55].

Although the positive-return distribution given by Eq 10 is obtained assuming fully con-
nected networks, here we show that our exact results are excellent approximations for other
networks, including random, regular lattice, scale-free, and small world networks [24, 25].
These approximations can be useful, for example, if our model is applied to a network con-
structed based on the cross-correlations between pairs of stock-price time series [11–18]. For
these networks, which are not fully connected, the effect of the frozen nodes is amplified and
can be quantified as follows: the probability that a free node copies a frozen node is Pi = (D +
U)/(D + U + ki) where ki is the degree of the node. For fully connected networks ki = N − 1 and
we obtain PFC� (D + U)/(D + U + N − 1). For general networks an average value Pav can be
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calculated by replacing ki by the average degree kav = 1/N∑i ki. We can then define effective
numbers of frozen nodes, Def and Uef, as being the values of D and U in PFC for which Pav �
PFC. This leads to

Def ¼ fD; Uef ¼ fU ð12Þ

where f = (N − 1)/kav. Therefore, as the network acquires more internal connections and kav
increases, the effective values of D and U decrease. For well behaved distributions, corrections
involving higher moments can be obtained by integrating Pi times the degree distribution and
expanding around kav.

Fig 10 shows examples of the equilibrium distribution attained by networks with different
topologies. Panel (a) shows the probability distribution for a 2-D regular lattice with 10 × 10
nodes. The theoretical result is given by Eq 10 but for Def = Uef = 150, which is of the order of
99D/4, where 99 is the number of neighbors in the fully connected case and 4 the number of

Fig 10. Asymptotic probability distribution for networks with different topologies. In all casesN = 100, D = U = 5, t = 10,000, and the number of
realizations is 50,000. The theoretical curve is drawn with effective numbers of frozen nodes Def andUef: (a) regular 2-D lattice Def = Uef = 150; (b) Erdös-
Rényi random network Def = Uef = 17; (c) small world network Def = Uef = 143; (d) scale-free Def = Uef = 80.

doi:10.1371/journal.pone.0131871.g010
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neighbors in the regular lattice. The larger effective values of D and U in this case are easy to
understand: the weaker propagation of the perturbations resulting from the smaller connectiv-
ity is compensated by an increase in the effective size of the perturbation. Panel (b) shows the
probability distribution for an Erdös-Rényi random network with connection probability
between nodes of pc = 0.3 (nodes have 30 connections each on the average). This time the theo-
retical result fits the curve only if Def = Uef = 17� D/pc. Panel (c) shows a small world version
of the regular lattice [92], where 30 connections were randomly re-connected, creating short-
cuts between otherwise distant nodes. The average number of connections per node is the
same as in the regular lattice, but the effective size of the perturbations decreases to Def = Uef =
143, since the shortcuts promote faster propagation. Finally, for a scale-free network (panel
(d)) grown from an initial cluster of 6 nodes adding nodes with 3 connections each following
the preferential attachment rule [93], the effective values of D and U are 80. Since the average
number of connections per node in this network is close to 3, the linear rule applied for the ran-
dom and regular networks would result in Def = Uef = 165. Thus the scale-free topology plays
an important role in propagating the perturbations more effectively than in regular networks.
The fit of equilibrium distributions by effective values presented in Fig 10 holds for unequal
values of D and U.

Curve fits
Theoretical fits are computed from an unbiased estimator of the standard deviation. The distri-
bution takes values k = 0,. . ., N. We are interested in the positive fraction, or k/N, rather than
the number of positive nodes. The central moments of the positive fraction distribution can be
computed from Eq 10. We express the mean, c1, and variance, c2 in terms of ξ = U/(U + D) and
a = U + D.

c1 ¼ x ð13Þ

c2 ¼
xð1� xÞð1þ a=NÞ

aþ 1
ð14Þ

Eqs 13 and 14 can be inverted to solve for ξ and a:

x ¼ c1 ð15Þ

a ¼ c1ð1� c1Þ � c2
c2 � c1ð1� c1Þ=N

ð16Þ

For the case of stocks, fits using c1 = 0.5 are better fits as measured by the χ2 goodness-of-fit test
than fits achieved by setting c1 to the mean of the empirical distribution.

Data sources
To compute empirical distributions, we used daily returns from the Russell 3000, restricted to
stocks trading on the NYSE, NYSE Alternext, Nasdaq Capital, and Nasdaq Stock markets. The
Russell 3000 is maintained by Russell Investments, and is reconstrustructed every twelve
months, with the new composition announced near the end of June. It is highly correlated with
the S&P 500 index. The Russell 3000 and specific details of the selection process may be
obtained from Russell Investments [94]. All the historical return data is publicly available from
Yahoo, Google and other online sources, including Capital IQ [95], which we used for this
purpose.
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To compute the empirical distribution of the positive-return fraction, we used two methods.
For the period from July 1999 to June 2010, we retrieved daily returns of large-cap stocks from
the Russell 3000 membership lists, published at the end of June for the years 1999 through
2009. Daily returns of the stocks on the list were retrieved for the following twelve month
period beginning in July. Stocks that were delisted during this period were included for all days
before delisting. For the period before July 1999, we combined ticker symbols from the Russell
3000 membership lists from June 2001, 2004, and 2007, and retrieved daily returns for the sym-
bols back to 1985. Each positive return fraction was computed with more than 140 stocks
(overlapping heavily with the S&P 500 index).
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